Calculations of low-lying $^1P$ states of the beryllium atom
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High-accuracy nonrelativistic variational calculations employing explicitly correlated Gaussian basis functions have been performed to determine the energies and the expectation values of some operators for the lowest four $^1P_s$ states of the beryllium atom. The states correspond to the electron configurations $1s^22s^2np^1$, where $n=2$, 3, 4, and 5. The calculations were performed for both finite and infinite mass of the Be nucleus. The basis set for each state was grown to the level of 5000 Gaussians. With that many functions we achieved a tight energy convergence. The reported values, to the best of our knowledge, are the most accurate ever obtained for the four states.
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I. INTRODUCTION

Explicitly correlated Gaussian functions (ECGFs) provide a powerful tool for very accurate calculations of bound states of small atomic and molecular systems. The explicit dependency of these functions on the interparticle distances allows an effective description of the correlation effects that are usually strong in the case of particles interacting with Coulombic forces. Perhaps the most attractive feature of the ECGFs is that all the necessary matrix elements involving the Hamiltonian, as well as other common operators, can be analytically evaluated relatively easily for an arbitrary number of particles and can be expressed with compact and closed formulas. This feature of the Gaussians has stimulated an interest in using these functions in very accurate atomic and molecular calculations.

In one of our previous works [1] we derived and implemented formulas for calculating atomic and molecular systems with one of the particles in a $p$ state. As the approach was general and not based on the Born-Oppenheimer approximation, the particles could be electrons, nuclei, or any other type of particles. In fact, one of the numerical examples presented in that work was a system with a positron in a $p$ state. In the formulas presented in Ref. [1] we used complex exponential parameters in the Gaussians that provides additional radial flexibility to those functions in describing the oscillatory behavior of the wave function. Apart from the formulas for the Hamiltonian matrix elements, we also presented expressions for calculating analytical derivatives (the gradient) of the energy with respect to complex Gaussian exponential parameters. In the variational optimization of the wave function the availability of the analytical gradient is key in generating very extended and well optimized basis sets that assure very good convergence of the calculations in terms of the total energy and other properties. A nontrivial aspect of the implementation of the ECGF method has always been an effective parallelization of the computer code. In an ideal case one would like to achieve a linear scaling of the calculation with the number of processors (for a large number of processors). Even though there are many parts of the variational optimization algorithm that scale very well, there are also parts that are more difficult to effectively parallelize. Also, the efficiency of the parallelization depends on the computer platform used for the calculation.

The aim of this paper is to describe a series of the four lowest singlet $^1P_s$ states of the beryllium atom corresponding to the electron configurations $1s^22s^2np^1$, $n=2$, 3, 4, and 5. The main question we are addressing is how well the nonrelativistic energies of the four states can be converged when a large number of ECGFs is used in expanding the wave function. In the previous paper [1] we used a relatively small basis set for the ground state ($1s^22s^22p^1$) calculation to test the algorithms and the computer code for calculating the Hamiltonian matrix elements and the energy gradient. We also tested the effectiveness of the code parallelization and the gradient-based optimization approach. In the present paper we employ the approach to carry out very accurate large-scale calculations of the four Be $^1P_s$ states to demonstrate the capability of the ECGF method to very accurately describe $P$ states of a four-electron atomic system.

Although atomic calculations with ECGFs for states with non-zero total angular momentum have been done before by other authors (see, for example, Refs. [2,3]), neither of those calculations was carried to the level of accuracy achieved in the present paper. For example, the lowest $^1P_s$ state of beryllium was calculated by Komasa and Rychlewski [3] using the infinite-nuclear-mass (INM) and their best variational energy obtained with 1200 basis functions was $-14.473 442 016$ a.u. By applying the gradient-based minimization algorithm we were able to lower this value in Ref. [1] to $-14.473 442 537$ a.u. using only 800 ECGFs. Here we show that by increasing the basis set to 5000 function (while optimizing the nonlinear parameters to a somewhat lesser degree) we achieve a further significant improvement in lowering the energy.

The presentation of this paper includes the following. First we briefly review the approach used in the calculations and we describe the form of the variational wave function. Next we present the results that include the total energies of the four states, some expectation values commonly determined in atomic calculations. In the last section we calculate some...
$n^1P_1 \rightarrow m^1P_1$ and $n^1P_1 \rightarrow m^1S_0$ transition energies and we compare them with the experimental values.

II. HAMILTONIAN

The present calculations have been done with a scheme that directly takes into account the finite mass of the beryllium nucleus [the finite-nuclear-mass (FNM) approach]. Such calculations require a transformation of the Hamiltonian from the laboratory coordinate frame to an internal frame and an elimination of the center-of-mass motion from the consideration. In our approach such a transformation starts with the laboratory-frame Cartesian coordinates $R_i$, describing the $N$ particles forming the atom (these include the nucleus and the electrons) with masses $M_i$ and charges $Q_i$. Next, the motion of the center-of-mass is separated out using a new set of Cartesian coordinates where the first three are the center-of-mass coordinates and the remaining $3N-3$ coordinates are internal coordinates. The center of the internal coordinate system is placed at the nucleus (the so-called reference particle). All other particles (electrons) are referred to the reference particle using the relative coordinates $r_i = R_i - R_1$. These coordinates, together with the three coordinates describing the position of the center-of-mass $R_0$, are our new coordinates. With the total mass of the system denoted as $M_\text{tot} = \sum_{i=1}^{N} M_i$, the coordinate transformation has the following form:

$$r_0 = \frac{M_1}{M_\text{tot}} R_1 + \frac{M_2}{M_\text{tot}} R_2 + \cdots + \frac{M_N}{M_\text{tot}} R_N,$$

$$r_1 = -R_1 + R_2,$$

$$r_2 = -R_1 + R_3,$$

$$r_n = -R_1 + R_N.$$  \hspace{1cm} (1)

Upon the transformation (1), the laboratory frame Hamiltonian separates into the Hamiltonian describing the motion of the center-of-mass of the system and the following "internal" Hamiltonian:

$$\hat{H}_\text{int} = -\frac{1}{2} \left( \sum_{i=1}^{n} \frac{1}{\mu_i} \nabla_i^2 + \sum_{i \neq j} \frac{1}{m_0} \nabla_i \nabla_j \right) + \sum_{i=1}^{n} q_i q_j r_{ij} + \sum_{i \neq j} q_i q_j r_{ij},$$  \hspace{1cm} (2)

where $n = N - 1$, the prime symbol denotes the matrix-vector transposition, $r_{ij} = \left| R_i - R_j \right|$, $m_i = M_i r_{i1}$, $q_i = Q_i r_{i1}$, and $\mu_i = m_0 m_i / (m_0 + m_i)$ (for $^3\text{Be}$ nucleus we used 16 424.2037 for $m_0$). This Hamiltonian we used in the present calculations.

The Hamiltonian (2) describes the motion of $n$ pseudoparticles with masses $m_i$ and charges $q_i$ in the central field generated by the charge of the nucleus located in the center of the coordinate system. We use the term pseudoparticles (or perhaps we should call them pseudoelectrons) because the charges of the particles described by $\hat{H}_\text{int}$ are the same as the charges of the electrons, but their masses are slightly smaller. The motions of the pseudoelectrons are coupled through the mass polarization terms $\sum_{\nu \neq \mu} m_0 \nabla_\nu \nabla_\mu$ and through the Coulombic interactions. By setting the nuclear mass to infinity $H_\text{int}$ becomes the Hamiltonian used in atomic calculations based on the INM approach.

III. BASIS FUNCTIONS

The general form of the basis functions for describing the $L=1$ atomic states used in this paper is

$$\phi_n = z_{p_k} \exp(-r' (A_k \otimes I_3) r).$$  \hspace{1cm} (3)

Here $z_{p_k}$ is the $z$ coordinate of pseudoparticle (pseudoelectron) $p_k$, $A_k$ is an $n \times n$ real symmetric matrix of exponential parameters unique for each basis function, and $A_k \otimes I_3$ denotes the Kronecker product of $A_k$ and the $3 \times 3$ identity matrix $I_3$. Notice that, in general, index $p_k$ is not the same for all basis functions (which is denoted by including index $k$ in $z_{p_k}$) and can range from 1 to $n$. In a general case of a system consisting of different types of particles index $p_k$ can be considered as an integer variational parameter and should be optimized along with other basis function parameters. However, for atoms where all pseudoparticles are the same (indistinguishable), one can use the same value of $p_k$ (say, $p_k = 1$) for all basis functions. This does not lead to any incompleteness of the basis set.

As the basis functions (3) have to be square integrable, matrix $A_k$ must be positive definite. A convenient way to assure this is to represent $A_k$ in the form of the Cholesky decomposition $A_k = L_k L_k^\dagger$, where $L_k$ is a triangular matrix (the so-called Cholesky factor). A matrix represented in the Cholesky factored form is automatically positive definite, regardless of the signs and magnitudes of the elements of $L_k$. There is a significant practical advantage of using the Cholesky-factored form of $A_k$. Since there is no need to impose any restrictions on the elements of $L_k$, the variational optimization of these elements can be performed with no constraints and they can be allowed to vary in the range $[-\infty, +\infty]$. For such an optimization very fast and efficient algorithms can be employed. This would not be the case, if the variational parameters were the elements of matrix $A_k$.

The trial wave function, and what follows the basis functions used in the wave function expansion, should possess a certain symmetry with respect to the permutations of the electrons involved in the system. This symmetry can be implemented by applying certain symmetry projectors, which are linear combinations of permutational operators $\hat{P}_a$ to each basis function. For a specific state of the system the appropriate symmetry operator can be determined based on well known procedures [4]. Permutational operators $\hat{P}_a$ are products of elemental transposition operators $\hat{P}_{ij}$. In its original form $\hat{P}_{ij}$ permutes electrons. In our approach it needs to be transformed to permute pseudoelectrons. As the $R \rightarrow r$ transformation is linear, the transformation of the internal coordinates (i.e., the coordinates of pseudoparticles) under the permutation of particles is also linear and can be described by a permutation matrix $P_{ij} = P_{ij} \otimes I_3$. The action of permutational operators on the basis functions (3) was described in more details in Ref. [1].
IV. VARIATIONAL PROCEDURE

A variational calculation with explicitly correlated Gaussians can generate a very accurate energy and the corresponding wave functions provided that the Gaussian exponential parameters are well optimized. Such an optimization is by far the most time consuming step of the calculation. The optimization can be accelerated by utilizing the analytical energy gradient with respect to the exponential parameters of the basis functions. In our previous papers [5–8] we used the gradient in the variational energy minimization and we showed that this dramatically speeded up the calculations.

In the Rayleigh-Ritz variational scheme the wave function of the system, \( \psi \), after the elimination of the spin variables, is approximated as a linear combination of \( K \) basis functions \( \phi_k \):

\[
\psi(r) = \sum_{k=1}^{K} c_k \hat{Y} \phi_k(r).
\]

Here \( \hat{Y} \) is some permutational symmetry projector (a linear combination of permutational operators \( \hat{P}_n \)) and \( c_k \) are the linear variational parameters. The minimization of the energy functional with respect to the parameters \( c_k \) yields the secular equation

\[
(H - \varepsilon S) c = 0,
\]

where \( H \) and \( S \) are the Hamiltonian and overlap matrices, respectively, and \( c \) is the vector of the linear coefficients \( c_k \). The solutions of Eq. (5) give upper bounds \( \varepsilon \) to the exact ground- and excited-state energies of the system. The corresponding sets of the linear parameters \( c \) define the wave functions.

By taking the differential of Eq. (5)

\[
d(H - \varepsilon S)c = (dH)c - (d\varepsilon)Sc - \varepsilon(dS)c + (H - \varepsilon S)dc
\]

and multiplying by \( c \dagger \) (the dagger stands for transposed and complex conjugated) from the left we obtain

\[
(\varepsilon - d\varepsilon)c = c \dagger (dH - edS)c.
\]

In the above equation we assumed that the wave function is normalized \( (c \dagger S c = 1) \). \( dH \) and \( dS \) are determined with respect to the variations of the \( L_2 \) matrices and require calculations of the first derivatives of the \( H \) and \( S \) matrix elements with respect to the \( L_2 \) matrix elements. We refer the reader to our previous paper [1] for more details regarding the algorithm for calculating the gradient of the energy with respect to the exponential matrices of the \( L_1 = 1 \) Gaussians.

In the calculations carried out in this paper each of the four \( ^1P_1 \) states of Be has been determined separately. This involved variational optimization of the basis set for each state performed in a separate calculation using the FNM approach. In the calculations the basis set for each state has been grown to the size of 5000 functions in the following multistep scheme. First, a set of 100 functions was generated with a random selection procedure and the whole set was optimized using the gradient-based minimization procedure. In this step, the nonlinear parameters of all basis functions were optimized simultaneously. Next, the basis set was grown up to 5000 functions by successive additions of ten functions. These ten functions were generated based on the distribution of nonlinear parameters of the basis functions already included in the basis set. After each addition the basis set was reoptimized with the gradient-based procedure. Here, however, we did not optimize the parameters of all basis functions simultaneously. Instead, we reoptimized the entire basis set by varying the parameters of one function at a time. Optimizing the parameters of only one basis function at a time is somewhat less effective, but saves a significant amount of computer time, because at each step of the optimization cycle only one row and one column of matrices \( H \) and \( S \) need to be updated. The results obtained for basis sets with increasingly larger number of functions for each state are discussed next.

V. RESULTS

In Table I we show how the total nonrelativistic FNM and INM energies for each of the four states vary when the basis set size changes from 1000 to 5000 in increments of 1000. The INM calculations were performed with the basis sets generated in the FNM calculations with only the linear expansion coefficients being allowed to adjust through the solution of the secular equation (5). The nonlinear parameters...
were not reoptimized for the infinite-mass case. As our previous experience in atomic calculations has shown, there is no practical need for this costly reoptimization if the change of the inverse nuclear mass is very small (which was 1/16 424,2037 → 0 in these calculations). The readjustment of only the linear coefficients fully recovers the shift of the total energy of the system in such a case. As one can see, for all four states with 5000 functions the nonrelativistic energy total energy of the system in such a case. As one can see, for all four states with 5000 functions the nonrelativistic energy was equal to 39.252804 a.u.
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is converged to the relative accuracy of at least $10^{-8}$ and likely even better than that. As expected, the convergence is somewhat better for the lowest state than for the fourth excited state. With the increase of the number of nodes in the wave function, the higher states become more difficult to describe and require more basis functions in order to reach the same accuracy as achieved for the lower states. The results shown in Table I allow a calculation of the finite-nucleus-mass effect on the total energy. This effect is slightly larger for the ground $2^1P_1$ state (0.000 907 628 a.u.; the result with 5000 basis functions) than for the fourth $5^1P_1$ state (0.000 900 432 a.u.).

In the next step we used the FNM and INM wave functions to calculate expectation values of some elementary operators. The results are shown in Table II for all four states and for the basis set sizes ranging from 1000 to 5000. Here are some comments that can be made upon examining the results.

The convergence of all the expectation values with the number of basis functions is very good. As expected, the expectation values of single powers of the interparticle distances converge faster than of the squares of the distances. For both Dirac delta functions $\langle \delta(\vec{r}) \rangle$ and $\langle \delta(\vec{r}_{ij}) \rangle$, four decimal figures are converged for all states.

As expected, the $\langle r_i \rangle$ and $\langle r_{ij} \rangle$ expectation values (as well as the $\langle r_i^2 \rangle$ and $\langle r_{ij}^2 \rangle$ expectation values) increase with the excitation level following the increase of the distance of the $p$ electron from the core of the atom. The core contraction that occurs with the excitation does not offset this increase.

The contraction of the core electron density resulting from the outer $p$ electron moving to larger distances due to the electron excitation results in a slight increase of the electron density at the nucleus which is manifested by an increase of the $\langle \delta(\vec{r}) \rangle$ expectation value. The same effect is seen in the $\langle \delta(\vec{r}_{ij}) \rangle$ expectation value.

For all four states, making the nucleus move along with the electrons by changing its mass from infinity to the finite mass in the calculations results in a slight increase of the average nucleus-electron distance $\langle \vec{r}_{ij} \rangle$ and a small reduction of the electron density at the nucleus [the $\langle \delta(\vec{r}_{ij}) \rangle$ expectation value].

In Table III we show transition energies between the $n^1P$ states calculated using the $^9$Be and $^7$Be total energies obtained with 5000 basis functions and presented in Table I.

<table>
<thead>
<tr>
<th>Transition</th>
<th>$^9$Be</th>
<th>$^7$Be</th>
<th>Experiment</th>
<th>$\Delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5^1P_1 \rightarrow 2^1P_1$</td>
<td>27 560.57(2)</td>
<td>27 558.99(2)</td>
<td></td>
<td>3.38</td>
</tr>
<tr>
<td>$4^1P_1 \rightarrow 2^1P_1$</td>
<td>24 474.28(1)</td>
<td>24 472.74(1)</td>
<td></td>
<td>3.39</td>
</tr>
<tr>
<td>$3^1P_1 \rightarrow 2^1P_1$</td>
<td>17 625.54(1)</td>
<td>17 624.01(1)</td>
<td></td>
<td>2.02</td>
</tr>
<tr>
<td>$5^1P_1 \rightarrow 3^1P_1$</td>
<td>9935.03(2)</td>
<td>9934.98(2)</td>
<td></td>
<td>0.05</td>
</tr>
<tr>
<td>$4^1P_1 \rightarrow 3^1P_1$</td>
<td>6848.74(1)</td>
<td>6848.73(1)</td>
<td></td>
<td>1.37</td>
</tr>
<tr>
<td>$5^1P_1 \rightarrow 4^1P_1$</td>
<td>3086.29(1)</td>
<td>3086.25(1)</td>
<td></td>
<td>0.04</td>
</tr>
</tbody>
</table>

The calculated transition energies are compared with the transition energies determined from the experimental data taken from Ref. [9]. Let us first examine the transition $5^1P_1 \rightarrow 2^1P_1$. The calculated energy for this transition using the $^7$Be energies of 27 560.57 cm$^{-1}$ is 5.43 cm$^{-1}$ off from the experimental value of 27 555.14 cm$^{-1}$. Including the FN effect by using the $^9$Be energies in the calculation lowers the transition energy to 27 558.99 cm$^{-1}$ and reduces the discrepancy between the experiment and the calculations to 3.85 cm$^{-1}$. For the $4^1P_1 \rightarrow 2^1P_1$ and $3^1P_1 \rightarrow 2^1P_1$ transitions the discrepancy between the calculated $^7$Be transition and the experiment is smaller, 3.39 and 2.02 cm$^{-1}$, respectively. This can be explained by the fact that relativistic effects, which are not accounted for in the present calculations, but which need to be included to achieve better agreement with the experiment, cancel out to a higher degree for these transitions than for the $5^1P_1 \rightarrow 2^1P_1$ transition. For the transitions that involve higher states the difference between the experiment and the calculations becomes even smaller. This is because the magnitude of the relativistic effects due to the excited $p$ electron become progressively smaller, while the relativistic effects due to the inner electrons cancel out almost completely.

The same trends can be observed for $n^1P_1 \rightarrow m^1S_0$ transitions, which are shown in Table IV. To compute these transitions we used the total energies of $-14.667356446(^7$Be) and $-14.666435464(^9$Be) a.u. and $-14.418 240 230(^7$Be) and $-14.417 335 005(^9$Be) a.u. for $2^1S_0$ and $3^1S_0$ states of beryllium taken from our previous work [10]. To be consistent, we used the energies obtained with 5000 functions, though the convergence of these $S$ state energies with 5000 basis functions is likely to be slightly better than the convergence of the $P$ state energies with the same number of basis functions. In any event, the convergence of nonrelativistic energies for both the $P$ and $S$ states is quite high and for the purpose of determining the transition energies (shown in Tables III and IV) the values can be considered nearly exact. The $n^1P_1 \rightarrow m^1S_0$ transitions show somewhat larger difference between the computed values and the experimental ones than for the $m^1P_1 \rightarrow n^1P_1$ transitions. This is because the relativistic effects for $S$ and $P$ states are quite different...
and, thus, do not cancel out as much as in the case of \( m^1P_1 \rightarrow n^1P_1 \) transitions. Moreover, the largest discrepancy is observed in the transitions that involve the \( 2^1S_0 \) state where the relativistic effects are largest as they usually are for the atomic ground states.

VI. SUMMARY

Very accurate nonrelativistic calculations with the finite nuclear mass have been performed for four lowest \( 1^1P_1 \) states of Be using large basis sets of explicitly correlated Gaussian functions. The variational nonrelativistic energies obtained in the calculations are by far the lowest obtained for these states. The total energies of the four lowest \( 1^1P_1 \) states computed in this study and the energies of the two lowest \( 1^1S_0 \) states obtained in our previous work were used to determine the \( n^1P_1 \rightarrow m^1P_1 \) and \( n^1P_1 \rightarrow m^1S_0 \) transition energies. The comparison of the results with the experimental transition energies shows that the calculations are off from the experiment by 0.5–11 cm\(^{-1}\). While some very small additional improvement of the agreement can probably come from increasing the number of the basis functions beyond 5000, the most important improvement is expected to come from including the relativistic corrections in the calculations. We already calculated those corrections for \( S \) states of beryllium and their inclusion, together with the inclusion of the leading quantum electrodynamic corrections computed previously by Komasa and Pachucki, brought the calculated transition energies for those states much closer to the experiment. It is our intent to now develop algorithms for calculating relativistic corrections with ECGFs for states with higher angular momenta.
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