Relativistic corrections for non-Born-Oppenheimer molecular wave functions expanded in terms of complex explicitly correlated Gaussian functions

Sergiy Bubin
Department of Physics, School of Science and Technology, Nazarbayev University, Astana 010000, Kazakhstan

Monika Stanke*
Institute of Physics, Faculty of Physics, Astronomy, and Informatics, Nicolaus Copernicus University, ulica Grudziądzka 5, Toruń PL 87-100, Poland

Ludwik Adamowicz†
Department of Chemistry and Biochemistry and Department of Physics, University of Arizona, Tucson, Arizona 85721, USA and Interdisciplinary Center for Modern Technologies, Nicolaus Copernicus University, ulica Wileńska 4, Toruń PL 87-100, Poland

(Rceived 5 April 2017; published 26 June 2017)

In our previous work S. Bubin et al., Chem. Phys. Lett. 647, 122 (2016), it was established that complex explicitly correlated one-center all-particle Gaussian functions (CECGs) provide effective basis functions for very accurate nonrelativistic molecular non-Born-Oppenheimer calculations. In this work, we advance the molecular CECGs approach further by deriving and implementing algorithms for calculating the leading relativistic corrections within this approach. The algorithms are tested in the calculations of the corrections for all 23 bound pure vibrational states of the HD$^+$ ion.
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I. INTRODUCTION

Accurate quantum mechanical calculations of bound states of molecular systems without assuming the Born-Oppenheimer (BO) approximation provide a unique way of describing these systems without any approximations concerning the separability of the motions of the nuclei and electrons. Besides the conceptual aspect of non-BO calculations, which provides an interesting view on molecular properties, these types of calculations are also capable of generating very accurate results concerning the molecular spectra. Examples of such calculations can be found in the works of Bhatia [1], Bhatia and Drachman [2,3], and Cassar and Drake [4], where Hylleraas functions were used to determine energies and other properties (polarizabilities, Stark effect, relativistic corrections, etc.) of the hydrogen molecular ion and its isotopologues.

There are significant differences between BO and non-BO calculations for a molecular system. The former involves separate calculations of the electronic wave function and the corresponding energy performed at some selected configurations of the nuclei placed in different fixed positions in space. These calculations provide the so-called potential energy surface (PES), which is used in the subsequent calculation of bound states corresponding to the rovibrational motion of the molecule. In non-BO calculations, the nuclei and the electrons forming the molecule are treated on equal footing. The calculations provide total energies and the corresponding total wave functions, which explicitly depend on the coordinates of both the nuclei and the electrons. As the electrons, particularly the core electrons, follow the nuclei in their motion in space, they have to be described using basis functions which explicitly depend on the electron-nucleus distances. The use of an orbital expansion approach in representing this motion, as well as the relative motion of the nuclei, is usually very ineffective. In our works [5,6] on the development of non-BO molecular methods, the major issue has been the selection of an appropriate basis set which is capable of describing the highly correlated motion of the electron and the nuclei in ground and excited bound states. A number of different basis sets have been implemented. All of them are different forms of explicitly correlated Gaussian (ECG) functions.

The starting point of an approach for calculating molecular bound states without assuming the BO approximation is the nonrelativistic Hamiltonian dependent on laboratory-frame coordinates of all particles forming the system. In our approach, it is a laboratory Cartesian coordinate system. As the Hamiltonian includes the internal relative motion of the particles around the center of mass of the system, as well as the motion of the center of mass in space, the two motions have to be separated so the calculation only focuses on the “internal” bound states of the system. These bound states are eigenstates of the Hamiltonian (called the internal Hamiltonian) which is obtained by separating the operator representing the motion of the center of mass from the laboratory Hamiltonian. The internal Hamiltonian used in our non-BO approach is described in the next section. As there is no preferred direction for the system to orient itself in the laboratory coordinate space, the internal Hamiltonian is isotropic (i.e., rotationally invariant). It resembles an atomic BO Hamiltonian. However, as in the atomic Hamiltonian all moving particles are electrons with $-1$ charges and unit masses (in atomic units), in the internal Hamiltonian some moving particles can be heavier and have positive charges. Like for an atom, the internal Hamiltonian commutes with the operator representing the square of the total angular momentum and its $z$ coordinate, $N^2$ and $N_z$. In order to calculate excited molecular states, it is desirable to use, in the calculation, basis functions which are eigenfunctions of $N^2$ and $N_z$. These functions are eigenfunctions of the internal Hamiltonian.
of the two operators. Thus, besides having to be explicitly dependent on the interparticle distances, the basis functions have to possess the right symmetry associated with the total rotational motion of the system.

One of the central issues in the electronic BO calculation is how well it describes the electron-electron (e-e) correlation effects. The electron correlation can be separated into the dynamic and nondynamic correlations. The dynamic correlation is directly related to the Coulombic repulsion between the electrons, which keeps them apart. The nondynamic correlation is due to the electron staying apart due to an electronic excitation of the system or a chemical bond (e.g., a single covalent bond formed by two electrons) between two atoms in the system dissociating and each of the two electrons forming the bond following a different atom. If nuclei and electrons in the calculation are treated on equal footing, the n-n correlations, as we have demonstrated, are dependent on the interparticle distances, the basis functions can correctly describe the decreasing probability of finding two nuclei close to each other. They are also capable of representing radial oscillations of wave functions of vibrationally excited states. The second basis consists of ECGs with complex exponential parameters [9,10]. Based

on the initial tests, the latter basis seems to be the most promising.

Before embarking on large-scale non-BO calculations of some triatomic systems—the most interesting being H\(^+\), H\(_3\), and HeH\(^+\) due to their astrophysical relevance—algorithms for the leading relativistic corrections need to be developed and implemented. Only when these corrections are included in the energy can high-accuracy results be generated for the rovibrational spectra of the mentioned systems. In this work, we derive and test algorithms for calculating the mass-velocity (MV), Darwin (D), and orbit-orbit (OO) interaction corrections to the energy of pure (i.e., rotationless) vibrational states whose wave functions are expanded in terms of complex all-particle ECGs (CECGs). Testing of the algorithms is performed by calculating the relativistic corrections of all 23 bound pure vibrational states of the HD\(^+\) ion and comparing the results with the values obtained before using power ECGs [11]. HD\(^+\) has been used as a model system for comparing high-resolution spectral measurements with high-level theoretical calculations [12,13]. The relativistic corrections taken from Ref. [11] and used in the present testing agree very well with the corrections obtained in the calculations using other methods [12,13].

The algorithms derived in this work are applicable to systems with an arbitrary number of particles. They can be used in non-BO calculations for diatomics, triatomics, as well as systems with more than three nuclei.

II. HAMILTONIAN

We consider an N-particle isolated system with masses \(\{M_i\}\) and charges \(\{Q_i\}\) in a laboratory Cartesian coordinate system. The laboratory coordinates and the linear momenta of the particles are

\[
\mathbf{R} = \begin{bmatrix} \mathbf{R}_1 \\ \mathbf{R}_2 \\ \vdots \\ \mathbf{R}_N \end{bmatrix}, \quad \mathbf{P} = \begin{bmatrix} \mathbf{P}_1 \\ \mathbf{P}_2 \\ \vdots \\ \mathbf{P}_N \end{bmatrix}.
\]

The nonrelativistic laboratory-frame Hamiltonian of the system is

\[
H_{\text{ nr}}(\mathbf{R}) = \sum_{i=1}^{N} \frac{\mathbf{P}_i^2}{2M_i} + \sum_{i=1}^{N} \sum_{j<i}^{N} \frac{Q_i Q_j}{|\mathbf{R}_i - \mathbf{R}_j|}.
\]
one). Let \( n = N - 1 \). In the new coordinate system (2) is

\[
H^\text{int}_\text{nr}(r_0, r) = \left( -\frac{1}{2} \frac{1}{M_{\text{tot}}} \nabla^2_{r_0} \right) + \left( -\frac{1}{2} \sum_i \frac{1}{\mu_i} \nabla^2_{r_i} \right) - \frac{1}{2} \sum_{i \neq j} \frac{1}{m_0} \nabla^T_{r_i} \nabla_{r_j} + \sum_{i=1}^n \frac{q_i q_j}{r_{ij}} + \sum_{i=1}^n \frac{q_i q_k}{r_i},
\]

where \( T \) denotes the transpose, \( q_i = Q_{i+1} \), \( \mu_i = \frac{m_{0i} m_i}{m_{0i} + m_i} \) are the reduced masses, \( M_{\text{tot}} \) is the total mass of the system, \( m_0 \) is the mass of the reference particle, \( m_i = M_{i+1} \), \( \nabla_r \) is the gradient vector expressed in terms of the \( xi \), \( yi \), and \( zi \) coordinates of vector \( r_i \), \( r_{ij} = \| r_i - r_j \| = \| R_{i+1} - R_{j+1} \| \), and \( r_{ij} \equiv r_j = \| r_j \| = \| R_{j+1} - R_1 \| \). One can call the particles described by the above Hamiltonian “pseudoparticles” because, even though they have the same charges as the original particles, their masses are not the original masses but the reduced masses. As one can see from (3), the separation of the total nonrelativistic laboratory-frame Hamiltonian into the operator representing the kinetic energy of the center-of-mass motion, \( H^\text{cm}_{\text{nr}}(r_0) \), and the internal Hamiltonian, \( H^\text{int}_{\text{nr}}(r) \), is rigorous:

\[
H^\text{tot}_{\text{nr}}(r_0, r) = H^\text{cm}_{\text{nr}}(r_0) + H^\text{int}_{\text{nr}}(r).
\]

The sum of \( H^\text{cm}_{\text{nr}}(r_0) \) and \( H^\text{int}_{\text{nr}}(r) \) provides a complete nonrelativistic description of the system. As in this work we are only concerned with the internal bound states of the system, the eigenvalues and eigenfunctions of the internal Hamiltonian are calculated. The internal Hamiltonian can be viewed as describing a system of \( n \) pseudoparticles with the masses equal to reduced masses \( \mu_i \) and charges \( q_i \) \( (i = 1, \ldots, n) \) moving in the central field of the charge of the reference particle, \( q_0 \). The pseudoparticles interact with each other by the Coulombic potential and additionally their motions are coupled through the mass-polarization terms, \( -\frac{1}{2} \sum_{i \neq j} \frac{1}{m_0} \nabla^T_{r_i} \nabla_{r_j} \). As mentioned in Sec. I, the internal Hamiltonian (3) is a generalized atomic Hamiltonian due to its spherical symmetry.

## III. Complex Explicitly Correlated Gaussian Functions

The basis functions used in this work are explicitly correlated Gaussian functions with complex parameters. The general form of such functions is

\[
\phi_k(r) = \exp[-r^T \mathbf{C}_k r] = \exp[-r^T (\mathbf{A}_k + i \mathbf{B}_k) r],
\]

where \( \mathbf{A}_k \) and \( \mathbf{B}_k \) are real symmetric matrices of the variational exponential parameters. \( \mathbf{A}_k \) and \( \mathbf{B}_k \) can be written as \( \mathbf{A}_k = \mathbf{A}_k \otimes \mathbf{I}_3 \), \( \mathbf{B}_k = \mathbf{B}_k \otimes \mathbf{I}_3 \), where \( \mathbf{I}_3 \) is the 3 \( \times \) 3 unit matrix and \( \otimes \) denotes the Kronecker product. To ensure square integrability of \( \phi_k(r) \), matrix \( \mathbf{A}_k \) must be positive definite. To achieve this, \( \mathbf{A}_k \) is represented in the Cholesky factored form as \( \mathbf{A}_k = \mathbf{L}_k \mathbf{L}_k^T \), where \( \mathbf{L}_k \) is an \( n \times n \), rank \( n \), lower triangular matrix. \( \phi_k(r) \) is square integrable for the \( \mathbf{L}_k \) matrix elements being any real numbers.

### Relativistic operators

We consider relativistic corrections of the order of \( \alpha^2 \). The operators representing the mass-velocity (MV), Darwin (D), and orbit-orbit (OO) interactions in \( \text{HD}^+ \) are \([11,14]\) as follows (\( n = 2 \)).

1. **Mass-velocity term**

\[
\langle \phi_k | \hat{H}_{\text{MV}} | \phi_l \rangle = -\frac{1}{8} \left( \frac{1}{m_0} \sum_{i=1}^2 \nabla_{r_i} \right)^4 \langle \phi_k | \sum_{i=1}^n \nabla_{r_i} | \phi_l \rangle + \sum_{i=1}^n \langle \phi_k | \nabla_{r_i}^4 | \phi_l \rangle.
\]

2. **Darwin term**

There are three pair interactions in \( \text{HD}^+ \), i.e., deuteron proton, deuteron electron, and proton electron. In the Dirac-Breit-Pauli relativistic Hamiltonian, which is used in the present work, the Darwin correction describing the interaction of the particle with charge \( Q \), spin \( I \), and mass \( M \) with a particle with charge \( q \), spin \( S \), and mass \( m \) has the following form \([15,16]\):

\[
\pi \frac{3}{2} \frac{Qq}{M^2} (g - 1) (I + 1) \delta^3(r),
\]

where the \( g \) factor is the gyromagnetic ratio and parameter \( \xi \) is equal to zero for an integer spin and 1/4 for a half-integer spin. \( \text{HD}^+ \) consists of a deuteron \( (m_0, q_0, I_0 = 1) \), a proton \( (m_1, q_1, I_1 = 1/2) \), and an electron \( (m_2, q_2, I_2 = 1/2) \). Neglecting the \( g \) factor (as was done by Korobov \([17]\)), the Darwin operator for \( \text{HD}^+ \) is

\[
\hat{H}_{\text{D}}(r) = \frac{\pi}{2} \sum_{i=1}^2 \left( \frac{4}{3} \frac{1}{m_i^3} + \frac{1}{m_i^7} \right) q_i q_j \delta^3(r_{ij}).
\]

3. **Orbit-orbit term**

The \( kl \) matrix element for the orbit-orbit interaction operator \( \hat{H}_{\text{OO}} \) is

\[
\langle \phi_k | \hat{H}_{\text{OO}}(r) | \phi_l \rangle = -\frac{1}{2} \sum_{i=1}^2 \sum_{j=1}^2 \frac{q_i q_j}{m_0 m_j} \left[ \langle \phi_k | \frac{1}{r_{ij}} \nabla^T_{r_i} \cdot \nabla_{r_j} | \phi_l \rangle + \langle \phi_k | \frac{1}{r_{ij}} \nabla^T_{r_i} \cdot (r^T_{ij} \cdot \nabla_{r_j}) | \phi_l \rangle \right]
\]

\[
+ \frac{1}{2} \sum_{i=1}^2 \sum_{j=1}^2 \frac{q_i q_j}{m_i m_j} \left[ \langle \phi_k | \frac{1}{r_{ij}} \nabla^T_{r_i} \cdot \nabla_{r_j} | \phi_l \rangle + \langle \phi_k | \frac{1}{r_{ij}} \nabla^T_{r_i} \cdot (r^T_{ij} \cdot \nabla_{r_j}) | \phi_l \rangle \right].
\]
IV. MATRIX ELEMENTS

In general, the system considered in the calculations may include some groups of identical particles. In the calculation of the wave function expanded in terms of ECGs (5), each Gaussian is transformed with the appropriate permutational symmetry operator. This operator is a product of the permutational symmetry operators corresponding to a different group of identical particles. For example, for \( H_2 \), the permutational symmetry operator is a product of the symmetry operator for the electrons and the symmetry operators for other types of identical particles. Each permutational symmetry operator is a sum of operators permuting the labels of identical particles multiplied by appropriate linear coefficients. The procedure for generating the permutational symmetry operator was described earlier [18]. Each labels-permuting operator is represented by a \( 3n \times 3n \) permutation matrix. Let us denote by \( \mathbf{P} \) the permutation matrix representing a particular \( \hat{P} \) permutation operator. Then, acting with \( \hat{P} \) on \( \phi_r \), we get

\[
\hat{P} \exp[-(r - s)^T C (r - s)] = \exp[-(P r - s P)^T C (P r - s P)] \\
= \exp[-(r - s)^T \tilde{C} (r - s)], \tag{10}
\]

where \( \tilde{C} = P^T C P \) and \( \tilde{s} = P^{-1} s \). The following notation will help keep the expressions more compact:

\[
|\tilde{\phi}_r\rangle = \hat{P} |\phi_r\rangle, \tag{11}
\]

\[
\tilde{L}_k = P^T L_k, \quad \tilde{A}_l = P^T A_l P, \quad \tilde{B}_l = P^T B_l P, \tag{12}
\]

\[
\tilde{A}_{kl} = \tilde{A}_k + \tilde{A}_l, \quad \tilde{A}_{kl} = \tilde{A}_k + \tilde{A}_l, \tag{13}
\]

\[
\tilde{B}_{kl} = -\tilde{B}_k + \tilde{B}_l, \quad \tilde{B}_{kl} = -\tilde{B}_k + \tilde{B}_l, \tag{14}
\]

and

\[
\tilde{C}_{kl} = C_k^\ast + \tilde{C}_l = \tilde{A}_{kl} + i \tilde{B}_{kl}. \tag{15}
\]

Here, \( P \) represents the permutation matrix corresponding to some permutation operator \( \hat{P} \). As for \( \hat{P} \), there are no identical particles and the permutational operator is equal to unity.

A. The MV operator

The matrix elements that need to be calculated are

\[
\langle \phi_k | \hat{H}_{\text{MV}} | \phi_l \rangle = \frac{1}{8} \left( \frac{1}{m_0} \langle \nabla^T r \nabla_v \phi_k | \nabla^T r \nabla_v \phi_l \rangle \right. \\
+ \sum_{i=1}^{2} \frac{1}{m_i} \langle \nabla^T r_i \nabla_v \phi_k | \nabla^T r_i \nabla_v \phi_l \rangle \bigg), \tag{16}
\]

where we use matrix \( J \) (with no indices), whose elements are all equal to one. Matrix \( J_{ij} \) is defined as

\[
J_{ij} = \begin{cases} E_{ii}, & \text{if } i = j \\ E_{ii} + E_{jj} - E_{i,j} - E_{j,i}, & \text{if } i \neq j \end{cases}, \tag{17}
\]

where \( E_{ij} \) is a matrix with one in the \( i,j \)th position and zero elsewhere.

Only one type of integral appears in the expression for the \( \hat{H}_{\text{MV}} \) matrix elements: \( \langle \nabla^T r_i \nabla_v \phi_k | \nabla^T r_i \nabla_v \phi_l \rangle \), where \( \nabla \) is either \( \tilde{J} \) or \( \tilde{J}_r \). To compute it, we express it using the following elementary integrals:

\[
\langle \nabla^T \nabla_v \phi_k | \nabla^T \nabla_v \phi_l \rangle = 36 \text{ Tr } \{ \tilde{C}_k^\ast \tilde{D} \} \text{ Tr } \{ \tilde{C}_l \tilde{D} \} |\phi_k\rangle |\phi_l\rangle \\
- 24 \text{ Tr } \{ \tilde{C}_k^\ast \tilde{D} \} |\phi_k| r^T \tilde{C}_l^\ast \tilde{D} \nabla_v \phi_l \rangle \\
- 24 \text{ Tr } \{ \tilde{C}_l \tilde{D} \} |\phi_k| r^T \tilde{C}_k \tilde{D} \nabla_v \phi_l \rangle \\
+ 16 |\phi_k| r^T \tilde{C}_k \tilde{D} \tilde{C}_l r \nabla_v \phi_l \rangle. \tag{18}
\]

B. The orbit-orbit interaction operator

The matrix notation of the orbit-orbit interaction operator is (for details, see [19])

\[
\langle \phi_k | \hat{H}_{oo}(\mathbf{r}) | \phi_l \rangle = -\frac{1}{2} \sum_{i=1}^{2} \frac{q_g q_i}{m_{0} m_{i+1}} \langle \phi_k \left[ \frac{1}{r_i} \nabla^T E_{il} \nabla - (r^T E_{il})^\alpha \left( \nabla^T E_{il} \frac{1}{r_i} \right)^\beta (E_{il} \nabla)_{\alpha} \right] | \phi_l \rangle \\
+ \frac{1}{2} \sum_{i=1,j\neq i}^{2} \frac{q_g q_j}{m_{i+1} m_{j+1}} \langle \phi_k \left[ \frac{1}{r_{ij}} \nabla^T E_{ij} \nabla + [r^T (E_{ij} - E_{ji})]^\alpha \left( \nabla^T E_{ij} \frac{1}{r_{ij}} \right)^\beta (E_{ij} \nabla)_{\alpha} \right] | \phi_l \rangle. \tag{19}
\]

To simplify the expression for the \( \hat{H}_{oo}(\mathbf{r}) \) expectation value, we use the following general integrals for the three terms that appear in it:

\[
\langle \phi_k \left[ \frac{1}{r_{\beta}} \nabla^T \tilde{D} \nabla \right] | \phi_l \rangle = \langle \phi_k \left[ (r^T \tilde{D})^\alpha \left( \nabla^T \tilde{D} \frac{1}{r_{\beta}} \right)^\beta (\tilde{D} \nabla)_{\beta} \right] | \phi_l \rangle.
\]
\[ \langle \phi_k | \frac{1}{r_g} \nabla^T B \nabla | \phi_l \rangle = +4 \langle \phi_k | \frac{1}{r_g} (r^T \mathcal{C} \mathcal{C} \cdot r) | \phi_l \rangle - 6 \text{Tr} [\mathcal{C} \mathcal{B}] \langle \phi_k | \frac{1}{r_g} | \phi_l \rangle, \]

\[ \langle \phi_k | (r^T \mathcal{K})^\beta \left( \nabla^T \mathcal{D} \frac{1}{r_g} \right)^{\beta} (\mathcal{F} \nabla)_\beta (\mathcal{G} \nabla)_\beta | \phi_l \rangle \]

\[ = +8 \langle \phi_k | \frac{1}{r_g} (r^T \mathcal{K} \mathcal{G} \mathcal{C} \cdot r)(r^T \mathcal{C}^T \mathcal{K} \mathcal{G} \mathcal{C} \cdot r) | \phi_l \rangle - 4 \langle \phi_k | \frac{1}{r_g} (r^T \mathcal{D} \mathcal{F} \mathcal{G} \mathcal{C} \cdot r) | \phi_l \rangle - 4 \langle \phi_k | \frac{1}{r_g} (r^T \mathcal{G} \mathcal{K} \mathcal{C} \cdot r) | \phi_l \rangle - 4 \langle \phi_k | \frac{1}{r_g} (r^T \mathcal{K} \mathcal{G} \mathcal{C} \cdot r) | \phi_l \rangle \]

\[ + (r^T \mathcal{K} \mathcal{G} \mathcal{C} \cdot r)(r^T \mathcal{D} \mathcal{F} \mathcal{G} \mathcal{C} \cdot r) | \phi_l \rangle - 12 \text{Tr} [\mathcal{D} \mathcal{F} \mathcal{C} \cdot r] \langle \phi_k | \frac{1}{r_g} (r^T \mathcal{K} \mathcal{G} \mathcal{C} \cdot r) | \phi_l \rangle + 8 \langle \phi_k | \frac{1}{r_g} (r^T \mathcal{G} \mathcal{K} \mathcal{C} \cdot r) | \phi_l \rangle. \]

C. The integral

The following well-known Gaussian integral is used in the derivation:

\[ \int_{-\infty}^{+\infty} d^n x \exp\left[-x^T C x + y^T x\right] = \frac{\pi^{n/2}}{|C|^{1/2}} \exp \left[\frac{1}{4} y^T C^{-1} y\right]. \]

The integration in (23) is over \( n \) variables and \( x \) is an \( n \)-component vector of these variables, \( y \) is a constant vector, \( n \times n \) matrix \( C \) is assumed to be symmetric, and its real part is positive definite. Also, here and everywhere below, by the square root one should understand its principal value (i.e., the root whose real part is greater than zero).

1. Overlap integral

For the derivation of this integral, see [9]. The integral is

\[ \langle \phi_k | \phi_l \rangle = \langle \phi_k | \frac{1}{r_g} | \phi_l \rangle = \pi^{3n/2} |C_{kl}|^{-3/2}, \]

\[ S_{kl} = \frac{\langle \phi_k | \phi_l \rangle}{\langle \phi_k | \phi_k \rangle^{1/2}} = \frac{\langle C_{kl} \rangle^{3/2} |C_{kl}|^{3/2}^{1/2}}{|C_{kl}|^{3/2}} = 2^{3n/2} \left( \frac{|L_k| |L_l|}{|C_{kl}|} \right)^{3/2}. \]

2. Elementary integrals

Now we present formulas for the elementary integrals used in the equations for the above-described matrix elements. For more details concerning the derivation of the integrals, see [20,21].

\[ \langle \phi_k | (r^T \mathcal{X} \cdot r) | \phi_l \rangle = S_{kl} \frac{1}{2} \text{Tr} [\mathcal{C}_{kl}^{-1} \mathcal{X}]. \]

\[ \langle \phi_k | (r^T \mathcal{X} \cdot r)(r^T \mathcal{Y} \cdot r) | \phi_l \rangle = S_{kl} \left[ \frac{1}{2} \text{Tr} [\mathcal{C}_{kl}^{-1} \mathcal{X} \mathcal{Y}] + \frac{1}{2} \text{Tr} [\mathcal{C}_{kl}^{-1} \mathcal{X} \mathcal{Y}] \right]. \]

Using the designation \( g = ii \) (or, more precisely, \( g = i \) when it appears in \( r_g \) and \( g = ii \) when it appears in \( \mathcal{J}_k \)) or \( i j \), we get

\[ \langle \phi_k | \frac{1}{r_g} | \phi_l \rangle = S_{kl} \frac{2}{\sqrt{\pi}} \text{Tr} \left[ \mathcal{C}_{kl}^{-1} \mathcal{J}_k \right]^{-1/2}, \]

\[ \langle \phi_k | (r^T \mathcal{X} \cdot r) \frac{1}{r_g} | \phi_l \rangle = (\phi_k) \frac{1}{r_g} \frac{1}{2} \left[ 3 \text{Tr} [\mathcal{X} \mathcal{C}_{kl}^{-1}] - \frac{\text{Tr} [\mathcal{J}_k \mathcal{C}_{kl}^{-1} \mathcal{X} \mathcal{C}_{kl}^{-1} \mathcal{X} \mathcal{C}_{kl}^{-1}]}{\text{Tr} [\mathcal{J}_k \mathcal{C}_{kl}^{-1} \mathcal{X} \mathcal{C}_{kl}^{-1} \mathcal{X} \mathcal{C}_{kl}^{-1}]} \right]. \]

\[ \langle \phi_k | \frac{1}{r_g} (r^T \mathcal{X} \cdot r)(r^T \mathcal{Y} \cdot r) | \phi_l \rangle = \left( \phi_k \phi_l \right) \frac{1}{2} \left[ 9 \text{Tr} [\mathcal{X} \mathcal{C}_{kl}^{-1}] \text{Tr} [\mathcal{Y} \mathcal{C}_{kl}^{-1}] + 6 \text{Tr} [\mathcal{X} \mathcal{C}_{kl}^{-1} \mathcal{Y} \mathcal{C}_{kl}^{-1}] \right] \]

\[ - \frac{1}{\text{Tr} [\mathcal{J}_k \mathcal{C}_{kl}^{-1} \mathcal{X} \mathcal{C}_{kl}^{-1} \mathcal{X} \mathcal{C}_{kl}^{-1}]} \left( 3 \text{Tr} [\mathcal{X} \mathcal{C}_{kl}^{-1}] \text{Tr} [\mathcal{J}_k \mathcal{C}_{kl}^{-1} \mathcal{Y} \mathcal{C}_{kl}^{-1}] + 3 \text{Tr} [\mathcal{Y} \mathcal{C}_{kl}^{-1}] \text{Tr} [\mathcal{J}_k \mathcal{C}_{kl}^{-1} \mathcal{X} \mathcal{C}_{kl}^{-1}] \right) \]

\[ + 4 \text{Tr} [\mathcal{J}_k \mathcal{C}_{kl}^{-1} \mathcal{X} \mathcal{C}_{kl}^{-1} \mathcal{Y} \mathcal{C}_{kl}^{-1}] \]

\[ + \frac{1}{\text{Tr} [\mathcal{J}_k \mathcal{C}_{kl}^{-1} \mathcal{X} \mathcal{C}_{kl}^{-1} \mathcal{Y} \mathcal{C}_{kl}^{-1}]} \left[ 3 \text{Tr} [\mathcal{J}_k \mathcal{C}_{kl}^{-1} \mathcal{X} \mathcal{C}_{kl}^{-1}] \text{Tr} [\mathcal{J}_k \mathcal{C}_{kl}^{-1} \mathcal{Y} \mathcal{C}_{kl}^{-1}] \right]. \]
3. Dirac δ function

In calculating the matrix element of the three-dimensional Dirac δ function, we use the formula

$$\delta(a^T r - \xi) = \delta(a_1 r_1 + a_2 r_2 + \cdots + a_n r_n - \xi),$$

where a is a real n-component vector and ξ is some real three-dimensional parameter [9]. Using the following representation of the δ function:

$$\delta(a^T r - \xi) = \lim_{\beta \to \infty} \left( \frac{\beta}{\pi} \right)^{3/2} \exp[-\beta(a^T r - \xi)^2]$$

and formula (23), we get

$$\langle \phi_{kl}|\delta(a^T r - \xi)|\phi_{ij}\rangle = \lim_{\beta \to \infty} \left( \frac{\beta}{\pi} \right)^{3/2} \langle \phi_{kl}|\exp[-\beta a^T r]|\phi_{ij}\rangle + 2\beta a^T r \xi - \beta \xi^T \xi \langle \phi_{ij}\rangle$$

$$= S_{kl} \left( \frac{\beta}{\pi} \right)^{3/2} \frac{\beta}{\pi} \left( \frac{\beta}{\pi} \right)^{3/2} \exp \left[ - \frac{\xi^T \xi}{\text{Tr} \left[ C_{kl}^{-1} a a^T \right]} \right].$$

The above matrix elements are obtained by setting a as a = j' or a = j - j', where j' is an n-component vector whose r-th component is equal to one, while all others are equal to zero. One should note that r_1 = (j' - j) r_2, r_1 = (j') r, and also (j' - j)(j' - j') r = J_{ij} for i ≠ j and j'(j') r = J_{ij} for i = j.

With that, we have

$$\langle \phi_{kl}|\delta(r_{ij} - \xi)|\phi_{ij}\rangle = S_{kl} \left( \frac{\beta}{\pi} \right)^{3/2} \frac{\beta}{\pi} \left( \frac{\beta}{\pi} \right)^{3/2} \exp \left[ - \frac{\xi^T \xi}{\text{Tr} \left[ C_{kl}^{-1} a a^T \right]} \right].$$

V. NUMERICAL TEST

The algorithms for the relativistic corrections derived in this work are implemented on a parallel computer platform using Fortran90 and message passing interface (MPI). The implementation is general and can be applied to an arbitrary number of particles. The computational costs for calculation of the matrix elements with CECGs and with the power ECGs are similar. The solving of the secular equation for CECGs takes somewhat more time than for the power ECGs, as it involves diagonalization of the complex Hamiltonian and overlap matrices.

The test calculations are performed for all 23 bound rotationless vibrational states of the HD⁺ ion. HD⁺ has been chosen because very accurate results concerning the leading relativistic calculations for this system were calculated in our recent work [11] using real ECGs with preexponential...
multipliers being even non-negative powers $2m_k$ of the internuclear distance $r_1$:

$$
\phi_k(r) = r_1^{2m_k} \exp[-r^2 \bar{A}_1 r].
$$

The CECG basis set for each state is generated by a growing process involving adding new functions in subsets of 20, variationally optimizing their nonlinear parameters (i.e., the elements of the $L_k$ and $B_n$ matrices), and then reoptimizing the parameters of all CECGs in the basis set. In the optimization and reoptimization steps, one basis function at a time is optimized and the procedure cycles over all functions several times to achieve the desired level of the energy convergence. The analytical energy gradient determined with respect to the optimization parameters is used to accelerate the optimization process.

The maximum number of the basis functions generated for each state is 1300 (this is 300 more for states with $v = 8–22$ than presented in our previous CECG for HD$^+$ [10]). The total energies obtained with this number of CECGs, as well as the energies obtained with 1100 and 900 CECGs obtained in the present calculation for all 23 bound vibrational states corresponding to the zero total angular momentum quantum number, are shown in Table I. The energies are compared with the energies obtained with real ECGs [Eq. (38)]. The number of the real ECGs used for each state is also shown in the table. As one can see, this number increases from 4000 for the lowest state to 7000 for the top state. As expected, the CECG energies are slightly higher than the corresponding ECG energies and, as only 1300 CECGs are used for all states, the energy gap between the CECG and ECG energies increases with the vibrational excitation. For the $v = 0$ state, the difference between the two energies appears at the 11th significant figure, but for the highest $v = 22$ state, the two energies already differ at the eighth significant figure.

The wave functions obtained with 900, 1100, and 1300 basis functions for each state are used to calculate the MV, D, and OO relativistic corrections as the first-order perturbation-theory energy corrections. The results are shown in Table II. The

<table>
<thead>
<tr>
<th>$v$</th>
<th>Basis</th>
<th>MV</th>
<th>D</th>
<th>OO</th>
<th>$v$</th>
<th>Basis</th>
<th>MV</th>
<th>D</th>
<th>OO</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>900</td>
<td>−0.7874</td>
<td>0.6508</td>
<td>−4.784E-04</td>
<td>1</td>
<td>900</td>
<td>−0.7696</td>
<td>0.6388</td>
<td>−4.669E-04</td>
</tr>
<tr>
<td>1100</td>
<td>900</td>
<td>−0.7874</td>
<td>0.6508</td>
<td>−4.784E-04</td>
<td>1100</td>
<td>900</td>
<td>−0.7698</td>
<td>0.6359</td>
<td>−4.669E-04</td>
</tr>
<tr>
<td>1300</td>
<td>900</td>
<td>−0.7875</td>
<td>0.6478</td>
<td>−4.784E-04</td>
<td>1300</td>
<td>900</td>
<td>−0.7698</td>
<td>0.6359</td>
<td>−4.669E-04</td>
</tr>
<tr>
<td></td>
<td>*4000</td>
<td>900</td>
<td>−0.7873</td>
<td>0.6507</td>
<td>−4.784E-04</td>
<td>1300</td>
<td>900</td>
<td>−0.7698</td>
<td>0.6359</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>−0.7738</td>
<td>0.6086</td>
<td>−4.468E-04</td>
<td>4</td>
<td>900</td>
<td>−0.7234</td>
<td>0.5962</td>
<td>−4.380E-04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>*4000</td>
<td>900</td>
<td>−0.7738</td>
<td>0.6087</td>
<td>−4.468E-04</td>
<td>5</td>
<td>900</td>
<td>−0.7236</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>−0.7738</td>
<td>0.6087</td>
<td>−4.468E-04</td>
<td>1100</td>
<td>900</td>
<td>−0.7236</td>
<td>0.5964</td>
<td>−4.380E-04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>*4000</td>
<td>900</td>
<td>−0.7738</td>
<td>0.6087</td>
<td>−4.468E-04</td>
<td>1300</td>
<td>900</td>
<td>−0.7237</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>−0.6977</td>
<td>0.5739</td>
<td>−4.227E-04</td>
<td>7</td>
<td>900</td>
<td>−0.6863</td>
<td>0.5638</td>
<td>−4.163E-04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>*4000</td>
<td>900</td>
<td>−0.6973</td>
<td>0.5737</td>
<td>−4.227E-04</td>
<td>8</td>
<td>900</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>−0.6666</td>
<td>0.5461</td>
<td>−4.055E-04</td>
<td>10</td>
<td>900</td>
<td>−0.6573</td>
<td>0.5377</td>
<td>−4.013E-04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>900</td>
<td>−0.6563</td>
<td>0.5364</td>
<td>−4.013E-04</td>
<td>11</td>
<td>900</td>
<td>−0.6500</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>−0.6667</td>
<td>0.5468</td>
<td>−4.055E-04</td>
<td>1100</td>
<td>900</td>
<td>−0.6584</td>
<td>0.5389</td>
<td>−4.013E-04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*4000</td>
<td>900</td>
<td>−0.6589</td>
<td>0.5395</td>
<td>−4.013E-04</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>−0.6674</td>
<td>0.5472</td>
<td>−4.055E-04</td>
<td>1300</td>
<td>900</td>
<td>−0.6593</td>
<td>0.5397</td>
<td>−4.013E-04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>*4000</td>
<td>900</td>
<td>−0.6590</td>
<td>0.5397</td>
<td>−4.013E-04</td>
<td>13</td>
<td>900</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>−0.6429</td>
<td>0.5242</td>
<td>−3.948E-04</td>
<td>14</td>
<td>900</td>
<td>−0.6365</td>
<td>0.5180</td>
<td>−3.927E-04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>*4000</td>
<td>900</td>
<td>−0.6374</td>
<td>0.5191</td>
<td>−3.927E-04</td>
<td>14</td>
<td>900</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>−0.6435</td>
<td>0.5250</td>
<td>−3.948E-04</td>
<td>15</td>
<td>900</td>
<td>−0.6374</td>
<td>0.5191</td>
<td>−3.927E-04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>900</td>
<td>−0.6384</td>
<td>0.5201</td>
<td>−3.927E-04</td>
<td>15</td>
<td>900</td>
</tr>
<tr>
<td></td>
<td>*4000</td>
<td>900</td>
<td>−0.6442</td>
<td>0.5260</td>
<td>−3.949E-04</td>
<td>16</td>
<td>900</td>
<td>−0.6322</td>
<td>0.5041</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>−0.6267</td>
<td>0.5080</td>
<td>−3.906E-04</td>
<td>17</td>
<td>900</td>
<td>−0.6232</td>
<td>0.5041</td>
<td>−3.907E-04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*5000</td>
<td>900</td>
<td>−0.6232</td>
<td>0.5041</td>
<td>−3.907E-04</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>−0.6281</td>
<td>0.5095</td>
<td>−3.906E-04</td>
<td>18</td>
<td>900</td>
<td>−0.6185</td>
<td>0.4968</td>
<td>−3.932E-04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>900</td>
<td>−0.6195</td>
<td>0.4977</td>
<td>−3.933E-04</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>−0.6210</td>
<td>0.5005</td>
<td>−3.926E-04</td>
<td>20</td>
<td>900</td>
<td>−0.6195</td>
<td>0.4977</td>
<td>−3.933E-04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>*6000</td>
<td>900</td>
<td>−0.6204</td>
<td>0.4988</td>
<td>−3.933E-04</td>
<td>20</td>
<td>900</td>
</tr>
<tr>
<td></td>
<td>900</td>
<td>−0.6218</td>
<td>0.5017</td>
<td>−3.927E-04</td>
<td>21</td>
<td>900</td>
<td>−0.6213</td>
<td>0.5000</td>
<td>−3.933E-04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>*7000</td>
<td>900</td>
<td>−0.6213</td>
<td>0.5000</td>
<td>−3.933E-04</td>
<td>21</td>
<td>900</td>
</tr>
</tbody>
</table>

| D + H$^+$ | −0.6232 | 0.4995 | −722 10$^{-4}$ |
| D$^+$ + H | −1.2483 | 0.4991 | −5.437 10$^{-4}$ |
results are compared with the results obtained with ECGs (38). As for the total energies, the agreement between the CECG and ECG results becomes progressively worse, but, even in the worse case, it is less than one in the third significant digit. It is remarkable that for the OO correction, the CECG calculations reproduce virtually all four significant figures of the results obtained in the ECG calculations. In conclusion, we can say that the derived algorithms and their computational implementation are correct.

VI. SUMMARY

In our view, the development of methods employing complex explicitly correlated \( n \)-particle Gaussian functions for molecular non-BO calculations is a promising approach for extending the calculations of bound rovibrational states to molecular systems with more than two nuclei. These functions are very efficient in describing the highly correlated motion of particles with widely different masses and charges interacting with Coulombic potentials. The focus of the present work is the development of algorithms for calculating the leading relativistic corrections using the first-order perturbation theory. The tests performed of all 23 bound vibrational states of the HD\(^+\) ion corresponding to the zero total rotational quantum number show excellent agreement with the previous high-accuracy results obtained with the real ECGs involving non-negative even powers of the internuclear distance (i.e., in the case of HD\(^+\), the \( p-d \) distance) as preexponential multipliers. The relativistic correction is indispensable in high-accuracy calculations of rovibrational transition energies. The algorithms developed in this work and their computation implementation are general and can be applied to an arbitrary number of particles. Applications of the algorithms in non-BO calculations of such systems as H\(_3\), HeH\(_2\), etc. are forthcoming.
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